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Abstract. The purpose of the present study is to evaluate the effect of using multiple 
modalities on the accuracy achieved by a computer-aided diagnosis system, designed 
for the detection of breast cancer. Towards this aim, 41 cases of breast cancer were 
selected, 18 of which were diagnosed as malignant and 23 as benign by an 
experienced physician. Each case included images acquired by means of two imaging 
modalities: x-ray and ultrasound. Manual segmentation was performed on every 
image in order to delineate and extract the regions of interest (ROIs) containing the 
breast tumors. Then 104 textural features were extracted; 52 from the x-ray images 
and 52 from the US images. A classification system was designed using the extracted 
features for every case. Firstly, features extracted from x-ray images alone were used 
to evaluate the system. The same task was performed for features extracted from US 
images alone. Lastly the combination of the two feature sets, mentioned afore, was 
used to evaluate the system. The proposed system that employed the Probabilistic 
Neural Network (PNN) classifier scored 78.05% in classification accuracy using only 
features from x-ray. While classification accuracy increased at 82.95% using only 
features from US, a significant increase in the system’s accuracy (95.12%) was 
achieved by using combined features from both x-ray and US. In order to minimize 
total training time, the proposed system adopted the Client-Server model to distribute 
processing tasks in a group of computers interconnected via a local area network. 
Depending on the number of clients employed, there was about a 4-fold reduction in 
training time employing 7 clients. 

    

1 INTRODUCTION 

Breast cancer is the most common malignancy in women in the industrialized 
countries[1]. Early detection of breast cancer may lead to lower mortality rates. To 
achieve that, all palpable lesions must be examined. Additionally, every woman with 
suspicious inheritance must add precautionary inspection to her annual routine.  
Several imaging methods have been used to help in breast cancer diagnosis in early 
stages. Those methods include Digital X-ray mammography, ultrasound breast 
examination (US), Magnetic Resonance Imaging (MRI). Although MRI is considered 
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the most sensitive method, it is not used frequently due to high cost. Instead, Digital 
mammography and US mammography are employed and are often used in a 
complementary manner, especially since ultrasound mammography involves non-
ionizing radiation and it is considered as a reliable method [1]. Many studies have 
revealed the value of US in breast cancer diagnosis[1], while others claim that US is a 
valuable adjunct to X-ray. However, limited research has been done regarding 
multimodality breast imaging. Karen Drukker et al[2] implemented a computer-aided 
classification system combining features from mammography and ultrasound. 
Drukker proved that the accuracy of a CAD classification system can be improved by 
use of features from both modalities. The accuracy achieved by the system using both 
modalities was significantly higher than both accuracies achieved by the system using 
single modality data. Berkman Sahiner et al[3] designed a system called CADx that 
combines data acquired from US and X-ray mammography in order to improve the 
radiologists’ performance in discriminating malignant from benign masses on 
mammograms and 3D ultrasound images. 

The aim of the present study was to develop and evaluate a pattern recognition 
system, which uses textural features from two modalities (digital mammography and 
ultrasound), providing the physician with a convenient adjunctive tool capable to 
reduce false negative breast cancer detection. Features employed were extracted from 
the digital mammography and US images.  In order to evaluate the efficiency of the 
proposed multimodality classification system, the following steps were performed. 
Firstly, features extracted from mammography images alone were used to evaluate the 
system. The same task was performed for features extracted from US images alone. 
Lastly the combination of the two feature sets was used to evaluate the system. The 
proposed system employed the Probabilistic Neural Network (PNN)[13] classifier. 
Classification performance was evaluated in terms of the derived accuracy.  

2 MATERIAL AND METHODS 

Forty one patients were examined by an experienced physician. From each patient 
US and X-Ray images were acquired. Tumor specimens from each patient were 
histollogically verified and 18 were diagnosed as malignant while 23 as benign. From 
each tumor on the digital images, a ROI was extracted, by means of specially 
designed software. From each ROI textural features were extracted and were 
subsequently used in the design of the classification system.  

 

2.1 Feature extraction 

Features comprised those calculated from the first order statistics (mean value, 
standard deviation, skewness, kurtosis)[18], the grey level spatial-dependence (GLSD) 
matrix[18] (angular second moment, contrast, correlation, inverse difference moment, 
entropy, sum average, sum variance, difference variance, difference entropy),  the 
run-length (RL) matrix[19] (short run emphasis, long run emphasis, gray level non 
uniformity, run length non uniformity, run percentage) and the size and shape (area, 
perimeter, roundness, concavity) as shown in table I. Hence, each segmented ROI 
(15x15 pixel sub-image) was finally represented by a 52 feature vector (considering 
mean and range values for each feature from the co-occurrence and run length 
matrices).  Thus, for each modality, two feature-classes were formed (malignant and 
benign), and a third dataset was additionally formed containing the features from both 
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modalities. 
All features were normalized to zero mean value and unit variance[17] according to 

( ) /i ix x m std  , where ix  and ix  are the feature vectors prior and after the 

normalization, m and std are the mean value and standard deviation of each feature 
respectively, considering both classes.  

 
A/A Feature A/A Feature 

1 Mean Value 14 Sum Variance 

2 Standard deviation 15 Difference Entropy 

3 Skewness 16 Difference 
Variance 

4 Kurtosis 17 Absolute Value 

5 Angular Second 
Moment 

18 Short Run 
Emphasis 

6 Contrast 19 Long Run 
Emphasis 

7 Entropy 20 Grey Level non 
Uniformity 

8 Inverse Difference 
Moment 

21 Run Length non 
Uniformity 

9 Autocorrelation 22 Run Percentage 

10 Correlation 23 Area 

11 Variance 24 Perimeter 

12 Sum Average 25 Roundness 

13 Sum Entropy 26 Concavity 

Table 1: Extracted features 
 

2.2 Classification  

The PNN is a Bayes-Parzen classifier[23]. Equation 1 presents the discriminant 
function of a PNN classifier. Hence for class j:  
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which leads to a discriminant function with a Gaussian kernel:  
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where x denotes the test pattern vector to be classified, xi the i-th training pattern 
vector, Nj the number of patterns in class j, σ a smoothing parameter, and p is the 
dimensionality of the feature vector. The test pattern x is then classified under the 
class with the larger discriminant function value 

 

2.3 Feature reduction and system evaluation 

In order to reduce system dimensionality and computational time demands, 
features were reduced employing a statistical non-parametric test (wilcoxon) and the 
10 most significant features (in terms of discriminatory power) were fed into the PNN 
classifier. Feature selection and individual classifier evaluation were performed by 
means of the exhaustive search algorithm[17] and the leave-one-out method[17], 
whereby all possible feature combinations were used to design and evaluate the 
classifier. The exhaustive search is preferred from other searching techniques 
(suboptimal) because it derives the most accurate results. The classifier was evaluated 
using features considering the digital mammography, the US, and both modalities, 
thus providing three overall accuracies. The best combination is that with the highest 
overall classification accuracy employing the least features. 

 

 

Figure 1: Flow chart of process 
 

 

 2.4. Parallel processing 

In order to deal with the high computational burden introduced by the training and 
evaluation techniques involved, a parallel infrastructure was employed. By means of a 
custom made client-server application developed in JAVA programming language, 
the workload was efficiently distributed among a number of computers interconnected 
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via a local area network, and total processing time was diminished. Specifically, each 
client was assigned with an even part of the large list of feature combinations derived 
by the exhaustive search method and reported the achieved accuracy back to the 
server.   

3 RESULTS AND DISCUSSION 

Classification accuracies of individual feature set are presented in Table 1. The 
classifier scored 78.05% overall accuracy using only features extracted from X-ray 
digitized images. Using features from US images the classifier scored 82.95%. The 
best result achieved from the X-ray and US features combination where the overall 
accuracy reached 95.12%.  

 
Number of 
Features  

Accuracy (%) 

 PNN 

 
X-

Ray 
US Both modalities 

10 78.05 82.95 95.12 

Table 1: Classification accuracies of individual feature sets. 

From the present study some useful conclusions may be derived. The US breast 
imaging seems to be more sensitive than X-ray, a fact that has been already discussed 
by several researchers. The combination of multimodality data (X-ray and US) scored 
the highest accuracy, thus, suggesting that the best choice is to combine features from 
both modalities. Another issue is the computational demand of the proposed method. 
A reduction in the cost was accomplished by using computers interconnected into a 
local area network as illustrated in figure 2. 

 

Figure 2: Number of clients versus training time. 
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4 CONCLUSION 

The results of this study revealed that the use of features from both modalities from 
the same patient led to better accuracy results. It is common sense that the false 
negative mammogram result must be reduced or even vanished. Hence CAD systems 
designed to use more than one modality may be more objective as a second opinion 
diagnostic tool. Demanding training time may be reduced by distributing processing 
workload to a number of computers.   
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